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ABSTRACT

Current and future radio telescopes, in particular the Square Kilometre Array (SKA), are envisaged to produce large images (> 10^8 pixels) with over 60 dB dynamic range. This poses a number of image reconstruction and technological challenges, which will require novel approaches to image reconstruction and design of data processing systems. In this paper, we sketch the limitations of current algorithms by extrapolating their computational requirements to future radio telescopes as well as by discussing their imaging limitations. We discuss a number of potential research directions to cope with these challenges.
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1. INTRODUCTION

Current and future radio telescopes, in particular the Square Kilometre Array (SKA) [1], are envisaged to produce large images (> 10^8 pixels) with over 60 dB (up to 74 dB) dynamic range. The radio astronomical community is currently making detailed plans for the SKA [2], whose data deluge will require Exascale computing. In this paper, which is an introductory paper to the special session on array signal processing for radio astronomy at ICASSP 2014, we discuss the challenges faced by the radio astronomical community based on the current state-of-the-art in radio astronomical imaging techniques and propose several research directions to cope with these challenges.

Radio astronomical imaging arrays like the Low Frequency Array (LOFAR) [3] and the SKA are large arrays with receptors spread over an area of hundreds of kilometers. To keep data rates manageable, the LOFAR and some SKA subsystems exploit a hierarchical processing scheme. In the LOFAR, operating in the 10 – 240 MHz frequency range, the antennas are grouped in subarrays or stations with beamforming capability. The beamformed output signal of each station is fed into a correlator, where it is correlated with the beamformed output signals from other stations. The resulting covariances, referred to as visibilities in radio astronomy, are used to construct an image of the observed field to which the stations are steered. The SKA is envisaged to consist of three subsystems, a Low Frequency Aperture Array (LFAA, operating in the 50 – 350 MHz frequency range), an array of reflector dishes with a single feed (SKA-dish) and an array of reflector dishes with a phased array feed (SKA-survey) [1]. Both dish arrays operate above 350 MHz. The LFAA has a similar architecture as LOFAR and hence follows the same beamforming and imaging hierarchy. The array of dishes with phased array feeds operates in a similar way, observing multiple directions within the range allowed by the optics of the reflector dishes. The receiving elements of such synthetic array are thus either stations or dishes (whose feeds can produce one or more beams). In either case, the signals from these receptors are correlated to produce the visibilities from which images can be reconstructed.

In the next section, we provide a brief introduction to image reconstruction with radio astronomical imaging arrays. In Sec. 3 we discuss the current state of the art in radio astronomical imaging to explain the challenges faced by the radio astronomical community with the advent of telescopes like LOFAR and SKA. The computational challenges are discussed in more detail in Sec. 4, which is valuable input to the discussion on trade-offs in the design of the computing platform in Sec. 5. We then sketch an image reconstruction process for the SKA, taking into account the limitations of the algorithms used. This requires accurate and unbiased estimation of many (several thousand) bright sources in the presence of a sea of millions of weaker sources. Our main conclusions are summarized in Sec. 7.

2. SIGNAL PROCESSING FOR IMAGING ARRAYS

The signals from individual receptors, x_p(t) can be stacked in the P × 1 array signal vector x(t) that can, for a single channel and time slice, be described by

\[ x(t) = \sum_{q=1}^{Q} a_q s_q(t) + n(t) = As(t) + n(t). \] (1)

In this data model, s_q(t) is the signal from the qth source, s(t) = [s_1(t), ..., s_Q(t)]^T and n(t) is the noise vector. It
is assumed that the source and noise signals are mutually uncorrelated i.i.d. Gaussian signals. Using the narrowband assumption and assuming that the integration time is sufficiently short to assume a fixed array and source geometry, the array response to the incident plane waves can be formulated as

\[ a_q = \left[ e^{-jk_q\xi_1}, \ldots, e^{-jk_q\xi_P} \right]^T, \]  

where \( k_q = 2\pi l_q/\lambda \) is the wave propagation vector towards the \( q \)th source located at \( l_q \) (vector of direction cosines) and \( \xi_p \) is the position of the \( p \)th sensor. These array response vectors can be stacked in a \( P \times Q \) matrix \( A = [a_1, \ldots, a_Q] \) to arrive at (1). Please note that we have assumed a perfectly calibrated array in view of the scope of this paper. A detailed discussion on array calibration for radio astronomy can be found in [5, 6].

The signals from the individual receptors are correlated to obtain the array covariance matrix

\[ R = E \{ x(t) x^H(t) \} = A \Sigma A^H + \Sigma_n, \]  

where \( \Sigma = E \{ s(t) s^H(t) \} \) is a \( Q \times Q \) diagonal matrix with the source powers \( \sigma = [\sigma_1, \ldots, \sigma_Q] \) on its main diagonal and \( \Sigma_n \) is the diagonal noise covariance matrix. Ignoring the noise covariance matrix for simplicity (see [7] for a more complete treatment), (3) can be vectorized to produce

\[ r = \text{vec} (R) = (A \circ A) \sigma, \]  

where \( \circ \) denotes the Khatri-Rao or column-wise Kronecker product of two matrices. Since the source structure (the image \( \sigma \)) is constant over time and frequency in many cases in radio astronomy, \( K \) short time integrations \( r_1, \ldots, r_K \) can be combined into a single measurement for the purpose of image reconstruction to give

\[ \begin{bmatrix} r_1 \\ \vdots \\ r_K \end{bmatrix} = \begin{bmatrix} \overline{A}_1 \circ A_1 \\ \vdots \\ \overline{A}_K \circ A_K \end{bmatrix} \sigma = M \sigma. \]

In signal processing terms, imaging is the reconstruction of \( \sigma \) from \( r \), which essentially amounts to finding a left inverse of \( M \). Usually, this is done in two steps. The first is computation of the dirty image \( \sigma_d = M^H r \). The second is a deconvolution stage needed to obtain \( \sigma \) from \( \sigma_d \) [8, 7].

**3. IMAGE RECONSTRUCTION CHALLENGES**

Substitution of (2) in the above formulation for the dirty image quickly reveals a Fourier transform relationship between the entries of the covariance matrix and the source fluxes (or pixel values). From a computational perspective, it is attractive to use the fast Fourier transform instead of the discrete Fourier transform. Unfortunately, typical array configurations are irregular, causing the visibilities to lie on an irregular grid. This is usually solved by gridding the measured visibilities. This is done by convolution with a gridding function. The size of this gridding function in terms of grid spacings, the kernel size \( N_{\text{kernel}} \), determines the number of grid points each measured visibility contributes to. A larger kernel size allows for more elaborate spatial filtering and direction dependent gain compensation and leads to smaller errors in the image [9], but is computationally more demanding.

This procedure causes two problems that pose challenges for high dynamic range imaging:

- Images are produced on a grid of pixels, but sources do not naturally lie on grid points. This causes the dynamic range of gridded images to be limited to about 40 dB in practical scenarios [10, 11].
- Even after many hours of integration, visibility space may still not be fully sampled. As a result, the matrix \( M \) in (5) may not have full column-rank.
- The true image will be convolved with the Fourier transform of the sampling function, which astronomers refer to as the point spread function (psf). The side-lobes of the psf of bright sources may be sufficiently high to drown weaker sources in the image, thus limiting the dynamic range of the image.

These issues are usually dealt with by modeling and subtraction of sources from the data. Traditionally, this is done by the CLEAN-algorithm originally proposed in [12]. This algorithm searches for the highest peak in the dirty image, estimates the exact source position and source flux of that source and subtracts a pre-specified fraction of the modeled source from the data. This cycle is repeated until the image is noise-like. This approach is related to sparse reconstruction using a greedy algorithm with relaxation. This technique produces very nice results in thermal noise limited scenarios, in which most pixels in the image contain only thermal noise. The increased sensitivity of LOFAR and SKA will push the thermal noise level to much lower values, thus revealing far more sources. This will likely make this approach prohibitively expensive.

Traditional telescopes consist of dishes spread over a relatively small geographical area (few kilometers) and provide a small field-of-view for observations. As a result, the space of visibility samples as well as the image can be approximated by a plane. The SKA and LOFAR (will) provide a much larger field-of-view and have a much larger geographical extent. This leads to another challenge:

- Current algorithms assume that the space of visibility samples and the image have a planar geometry, i.e., they do neither naturally handle the inherent spherical
geometry of large arrays on the Earth’s surface nor the inherent spherical geometry of a large field-of-view on the celestial sphere.

The traditional solution to this problem is the W-projection algorithm [13], which projects the 3-D space of visibilities on a stack of “W-planes”, effectively producing a 3-D volume of visibility samples that is Fourier transformed to a 2-D image. This projection can be incorporated in the gridding stage of the imaging process, but, as we will see in the next section, the number of required W-planes increases sharply with the size of the array and the size of the field-of-view. As a result, simply extending the current approach to SKA will again lead to an unacceptable compute load.

4. COMPUTATIONAL COSTS

The data model described by (3) assumes that the channel width $\Delta f_{ch}$ is sufficiently small for the narrowband assumption to hold and that the integration time $\tau$ is sufficiently small to assume that the source and array geometry are fixed. If these assumptions break, averaging over $\Delta f_{ch}$ and $\tau$ will cause decorrelation (loss of signal strength), especially at the highest observed spatial frequencies. In [14], it was found that $\Delta f_{ch} = \frac{1}{10} D_{rec} f / B_{max}$ and $\tau = 1200 D_{rec} / B_{max}$ are required to limit the worst case signal loss to 2%, where $D_{rec}$ is the diameter of the station or dish, $B_{max}$ is the longest baseline between two stations or dishes, which defines the size of the synthesized aperture, and $f$ is the observing frequency.

Assuming Nyquist sampled time series from the individual receptors, the correlator input data rate $B_{cor, in}$ follows directly from the number of receptors $P$, the number of bits per sample $N_{bit}$ and the total signal bandwidth $W$ (may be divided in multiple frequency bands) as [15, 16]

$$B_{cor, in} = 4P N_{bit} W. \quad (6)$$

The factor four results from the fact that we need $2W$ real valued samples to satisfy the Nyquist criterion and from the assumption that each station or dishes measures both polarizations of the incoming radio waves.

The correlator processing power, expressed in operations per second, is simply

$$P_{cor} = 4 (2P)^2 W, \quad (7)$$

where the factor 2 stems from the 2 polarizations and the factor 4 is caused by the fact that multiplication of two complex values requires four real valued multiply or add operations.

The correlator output data rate is given by

$$B_{cor, out} = N_{bit, out} \frac{W}{\Delta f_{ch}} (2P)^2 / \tau, \quad (8)$$

where $N_{bit, out}$ is the sample size of the real valued output samples, e.g., 32 bit for single precision floating point format.

The input data rate to the imager is the same as the output data rate of the correlator, i.e., $B_{im, in} = B_{cor, out}$. The computational power required for forming a dirty image using W-projection assuming near real-time processing follows from [13]

$$P_{im} = N_{op} \frac{W}{\Delta f_{ch}} (2P)^2 \frac{1}{\tau} \left( R_{f}^2 + N_{kernel}^2 \right), \quad (9)$$

where $N_{op}$ is the number of operations required to put one visibility on one grid point, $N_{kernel}$ is the size of the gridding kernel and $R_{f} = \frac{\lambda_{max} B_{max}}{D_{rec}^2}$ is the Fresnel number with $\lambda_{max}$ the longest observing wavelength. The Fresnel number is a measure of the severity of the non-coplanarity of the array due to the curvature of the Earth and the non-coplanarity of the image due to the field-of-view of the receptors. The output data rate of the imager depends on the length of each observation and the number of frequency slices, but is assumed to be negligible compared to its input data rate.

5. COMPUTING ARCHITECTURES

To define a suitable computer architecture for correlation and imaging, compute intensity is a key metric. Compute intensity is defined as the ratio of the amount of processing and the amount of I/O and is usually expressed in units of flops per byte. Usually, a high compute intensity implies a good cache efficiency, while a low compute intensity requires a design in which the data can be streamed through the computing hardware. The compute intensity for the correlator is

$$I_{cor} = \frac{P_{cor}}{B_{cor, in} + B_{cor, out}} = \frac{32P \Delta f_{ch} \tau}{N_{bit} \Delta f_{ch} \tau + N_{bit, out} \tau}, \quad (10)$$

The compute intensity for imaging is

$$I_{im} = \frac{P_{im}}{B_{cor, out}} = \frac{8N_{op}}{N_{bit, out}} \left( R_{f}^2 + N_{kernel}^2 \right). \quad (11)$$

To get some typical figures for the SKA, we computed the I/O and processing requirements for the envisaged SKA-dish array [2]. The relevant specifications for the L-band receiving system of this array are summarized in Table 1. The corresponding values for the Dutch LOFAR low-band (10 – 90 MHz) system are added for comparison. The resulting computing requirements are summarized in Table 2.

Correlation algorithms can be handled with racks of computing boards. The choice of computing technology depends mainly on the cost of design and the cost of operation. GPUs and FPGAs have a much higher power consumption than ASICs, while ASICs have a higher design cost. Moreover boards based on GPUs and FPGAs need more powerful and energy consuming cooling systems than ASICs. The differences between FPGAs and GPUs are not crucial. Both technologies are compatible with the computational load needed to perform the correlation algorithms; they can be hosted
In Sec. 3 a number of limitations of current algorithms were identified. In this section we discuss how these issues open new research directions.

The dynamic range limitation due to gridding of the image implies that bright sources with SNR > 40 dB need individual modeling and subtraction. This can involve even more sources, say all sources with SNR > 30 dB, in case of a poor psf. Given the success of the CLEAN algorithm and the fact that only a small fraction of the pixels will contain a bright source, sparse reconstruction techniques appear to be a natural choice to handle the bright sources. Several sparse reconstruction methods have therefore been considered, including use of convex relaxation as for example in the recently proposed Sparsity Averaging Reweighted Analysis (SARA) approach [17].

Since such techniques are computationally intensive and the image will become increasingly less sparse when approaching its thermal noise, techniques based on the sparsity assumption should only be used to remove the bright sources after which an image of all the remaining weaker sources can be produced using the computationally more efficient W-projection algorithm. This implies that the bright sources (several thousand) need to be estimated in the presence of noise and a sea of millions of weak sources. This provides a natural criterion to assess the performance of the proposed sparse reconstruction techniques for the radio astronomical performance: how robust is the estimation of bright sources to the presence of the sea of weak sources? This can be measured quantitatively by the level of residual structures left after subtraction of the bright sources from the visibility data.

For arrays like LOFAR and SKA the computational cost of W-projection is mainly driven by the $R_I^2$-term in (9). Recently, the W-snapshots algorithm was proposed reducing the $R_I^2$-term in (9). Re-}
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