Mitigation of Non-Narrowband Radio Frequency Interference Incorporating Array Imperfections
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In a recent paper, we presented a non-narrowband spatial radio frequency interference (RFI) mitigation algorithm for radio astronomy arrays. The algorithm constructs a second order filter by combining a first order subspace subtraction method with a non-narrowband signal model. The model is based on the assumption that the frequency response is approximately flat and that the array is calibrated. In this paper, we consider the effects of array imperfections such as unknown complex gains and mutual coupling, incorporate these into the non-narrowband signal model and extend the RFI mitigation algorithm to include a calibration step. With a calibration step and no mutual coupling, the proposed algorithm was able to process twice the bandwidth per channel when compared to conventional narrowband techniques. This performance declines to 1.6 times more bandwidth when the effect of mutual coupling is included. The evaluation of the algorithm was done using the layout of a LOFAR High Band Antenna (HBA) station and a digital audio broadcast recorded with a software defined radio.
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1. Introduction

Radio astronomy as a passive service competes with the telecommunication industry for radio spectrum (3 Hz to 3 THz). For example, the Low Frequency Array (LOFAR) (van Haarlem et al., 2013) operates from 10 to 240 MHz and overlaps with the digital audio broadcasting (DAB) band (174 to 228 MHz) in the Netherlands. In figure 1 a plot of the power spectral density for a LOFAR antenna shows a DAB signal that is present from 182.9 MHz to 184.4 MHz and is approximately 100 dB above the noise.

When a non-narrowband signal is received by an interferometric array and the visibilities are imaged it will appear as an extended source. This phenomena is called frequency smearing (Bridle \& Schwab, 1999). In this paper we address how to model this smearing if it is assumed that the frequency response of the signal is relatively flat. Furthermore, we discuss an approximation of this model which makes use of two frequency-shifted narrowband point sources.

Most radio frequency interference (RFI) that is detected by radio astronomy arrays, comprises non-narrowband signals. If the channel bandwidth of the array is sufficiently narrow, then the effects of frequency smearing will be minimal. These effectively narrowband RFI sources can be removed by using spatial RFI mitigation techniques such as orthogonal projection, orthogonal projection with subspace bias correction, oblique projection and subspace subtraction (van der Tol \& van der Veen, 2005; van der Veen et al., 2004; Boonstra, 2005). However, if the power of the RFI signal is far above that of the astronomical sources, then it is still possible for the frequency smearing to affect the image after a spatial RFI mitigation technique has been applied. For example, in figure 2a a simulated skymap is given of a non-narrowband RFI source with a bandwidth of 195 kHz and a center frequency of 145 MHz. For the simulation the layout of a LOFAR
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Fig. 1. Power spectral density for a LOFAR High Band Antenna (HBA) in the RS409 station. The DAB signal is clearly visible from 182.9 MHz to 184.4 MHz.

High Band Antenna (HBA) station is used. From the image it appears that the source is a narrowband point source; however, when a first order orthogonal projector is applied, this results in two sources which are separated along the radial direction (see figure 2b). These two sources are not real physical sources, but are caused by frequency smearing and, in this case, lie 40 dB below the RFI source. If the power of the astronomical sources are also in the region of ±40 dB, then the effect of the RFI source cannot be fully mitigated using standard spatial RFI techniques.

The effect of array imperfections, such as unknown complex gains as well as mutual coupling, on non-narrowband signals is also considered. In figure 2c a skymap shows how unknown complex gains can distort the structure of the frequency smearing component. The mutual coupling effect is considerably more subtle for this simulation and in figure 2d only the side lobes are slightly distorted. The impact of mutual coupling will, in general, depend on the array elements and layout, as well as operating frequency.

Finally, algorithms will be presented in this paper that are able to mitigate these non-narrowband RFI signals and also take into account direction independent effects.

2. Notation

A

Bold upper-case letters are matrices. The \( jk \)th element is indicated by \( A_{jk} \).

a

Bold lower-case letters are column vectors. The \( j \)th element is indicated by \( a_j \).

I

Identity matrix.

\( \odot \)

Hadamard product.

\( \oslash \)

Element-wise division.

\( | \cdot | \)

Absolute value of a scalar.

\( \text{Tr}(\cdot) \)

Trace of a matrix.

\( \text{diag}(\cdot) \)

Converts a vector into a diagonal matrix.

\( \angle \)

Phase of a complex number.

i

Square root of -1.

c

Speed of light.

\( \{ \cdot \}^H \)

Hermitian transpose of a matrix.

\( \{ \cdot \}^T \)

Transpose of a matrix.

\( \{ \cdot \}^* \)

Complex conjugate of a scalar.

\( \text{sinc}(x) = \frac{\sin(\pi x)}{(\pi x)} \)

Normalized sinc function.

\( \| \cdot \|_F \)

Frobenius norm of a matrix.

\( | \cdot | \odot \)

Element-wise absolute value of a matrix.
3. Signal Models

The standard narrowband signal model assumes that the received signal is monochromatic. In the flat frequency model, the narrowband signal model is adapted to be frequency dependent and have a uniform power spectral density. The Zatman’s approximation based model approximates the flat frequency model using two monochromatic sources.

3.1. Narrowband Signal Model

This section contains a short description of the narrowband signal model for antenna arrays, see Johnson & Dudgeon (1993) for more detail. If perfectly calibrated omnidirectional antennas are used, then the normalized array response vector for an array with $N_e$ elements and a continuous wave source with frequency $\nu$ is given by

$$
a = \begin{bmatrix}
b_1 e^{-i2\pi\nu \tau_1} \\
\vdots \\
b_{N_e} e^{-i2\pi\nu \tau_{N_e}}
\end{bmatrix}.
$$
If the source lies in the far-field, then the geometrical delays and normalization constants are

\[
\tau_j = -(l_s x_j + m_s y_j + n_s z_j)/c, \tag{2}
\]

\[
b_j = 1/\sqrt{N_e}, \tag{3}
\]

where \(x_j, y_j, z_j\) are the Cartesian coordinates of the \(j^{th}\) antenna and \(l_s, m_s, n_s\) are the directional cosines of the source. The array covariance matrix for a single source without noise is given by

\[
R = \sigma_s^2 a a^H, \tag{4}
\]

\[
R_{jk} = \sigma_s^2 b_j b_k e^{-i2\pi \tau_{jk} \nu}, \tag{5}
\]

where \(\sigma_s^2\) is the signal power, \(R_{jk}\) is the \(jk\)th element in the covariance matrix and \(\tau_{jk} = \tau_j - \tau_k\).

All examples in this paper make use of sources in the far-field. However, any of the presented methods can be used for near-field sources by setting \(\tau_j = r_{sj}/c\) and \(b_j = 1/\left[r_{sj}/\sqrt{\sum_{n=1}^{N_e} 1/r_{sn}^2}\right]\), where the distance between the \(j^{th}\) antenna and the source is denoted by \(r_{sj}\).

### 3.2. Non-narrowband Signal

In Compton et al. (1988), and most other literature (van der Tol & van der Veen, 2005; van der Veen et al., 2004; Boonstra, 2005), a signal is described as narrowband if

\[
2\pi \Delta\nu \tau_{\text{max}} \ll 1, \tag{6}
\]

where \(\Delta\nu\) is the channel’s bandwidth and \(\tau_{\text{max}}\) is the delay given by the longest baseline (greatest distance between any two antennas). The LOFAR telescope’s antennas are optimized to work from 10 to 240 MHz and typically have a channel bandwidth of 195 kHz. If the narrowband criterion in equation (6) is used, any signal detected by a LOFAR Low Band Antenna (LBA) or HBA core station (with longest baselines 107 m and 159 m, respectively) would be classified as narrowband. However, this narrowband classification is not always valid in the case of powerful RFI signals (see figure 1) with spectra that spans the channel. In the sky map in figure 2b bandwidth related effects (for a 195 kHz channel width) are shown to be present 40 dB below the RFI point source component. Therefore, any RFI signal that is powerful enough for its bandwidth-related effects to interfere with the observed cosmic sources will be described as non-narrowband in this paper. The term wideband is avoided because it has a specific connotation in antenna and radio frequency engineering.

### 3.3. Flat Frequency Model

This section contains a short description of the flat frequency signal model for antenna arrays, see Thompson et al. (2004, p. 53) for more detail. For a non-narrowband signal, the total covariance response is obtained by integrating over the entire signal bandwidth \(\Delta\nu\)

\[
R = \frac{1}{\Delta\nu} \int_{\nu_0-\Delta\nu/2}^{\nu_0+\Delta\nu/2} \sigma_s^2(\nu) a(\nu) a^H(\nu) d\nu. \tag{7}
\]

If the spectrum of the signal is flat, \(\sigma_s^2(\nu) = \sigma_s^2\), then the \(jk^{th}\) element of the covariance matrix is given by

\[
R_{jk} = \frac{\sigma_s^2 b_j b_k}{\Delta\nu} \int_{\nu_0-\Delta\nu/2}^{\nu_0+\Delta\nu/2} e^{-i2\pi \tau_{jk} \nu} d\nu = \sigma_s^2 b_j b_k \frac{\text{sinc}(\tau_{jk} \Delta\nu)}{\text{Decorrelating Function}} e^{-i2\pi \tau_{jk} \nu_0}. \tag{8}
\]

The difference between the single frequency model in Eq. (5) and the flat frequency model in Eq. (8) is sinc\((\tau_{jk} \Delta\nu)\), which causes \(R_{jk}\) to decorrelate as the bandwidth of the signal increases.
3.4. Zatman’s Approximation Based Model

In the approximation of the flat frequency model proposed by Zatman (1998) two equal power sources that are frequency-shifted by $\kappa = \Delta \nu / (2\sqrt{3})$, are used

$$ R \approx \sigma^2 (a(\nu_0 + \kappa) a^H (\nu_0 + \kappa) + \sigma^2 (a(\nu_0 - \kappa) a^H (\nu_0 - \kappa) = \sigma^2 (a_1 a_1^H + a_2 a_2^H), \quad (9) $$

where $\sigma^2 = 0.5 \sigma_z^2$. Representing the two signals as Dirac deltas and integrating yields the total covariance matrix

$$ R_{jk} \approx \sigma^2 b_j b_k \left[ \int_{-\infty}^{\infty} \delta(\nu - \nu_0 + \kappa) e^{-i2\pi \tau_{jk} \nu} d\nu + \int_{-\infty}^{\infty} \delta(\nu - \nu_0 - \kappa) e^{-i2\pi \tau_{jk} \nu} d\nu \right] $$

$$ = \sigma^2 b_j b_k \cos \left( \pi \tau_{jk} \Delta \nu / \sqrt{3} \right) e^{-i2\pi \tau_{jk} \nu}. \quad (10) $$

The only difference between the flat frequency model and the Zatman’s approximation is the decorrelating function (see Eqs. (8) and (10)). The error between the two decorrelating functions is small for the peak around $\Delta \nu = 0$. This is shown in figure 3 using LOFAR HBA station RS407 in a simulation with a center frequency of 145 MHz and varying the signal bandwidth between 0 and 2 MHz for both models. In figures 3a and b the percentage difference between the eigenvalues and one minus the cosine similarity between the eigenvectors are respectively given between the flat frequency model and the Zatman’s approximation based model as a function of fractional bandwidth. The cosine similarity is the cosine of the angle between two vectors. These plots clearly show that there is minimal error between the models even if the typical channel bandwidth of 195 kHz is increased tenfold.
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Fig. 3. Results from simulation using LOFAR HBA station RS407 at a center frequency of 145 MHz. (a) Percentage difference between the corresponding eigenvalues of the flat frequency model and the Zatman’s approximation based model. (b) One minus the cosine similarity between the corresponding eigenvectors of the flat frequency model and the Zatman’s approximation based model as a function of fractional bandwidth. A score of zero indicates that the eigenvectors are parallel.

The covariance matrix for the Zatman’s approximation $R_z$ can be written in terms of its eigenvalue decomposition

$$ R_z = \lambda_1 v_1 v_1^H + \lambda_2 v_2 v_2^H, \quad (11) $$

where $\lambda_1$ and $\lambda_2$ are the largest and second largest eigenvalues and $v_1$ and $v_2$ are the corresponding eigenvectors. Both the eigenvectors and eigenvalues can be written in terms of the Zatman’s approximation.
sources’ power $\sigma^2$ and array response vectors $a_1$ and $a_2$

$$\lambda_{1,2} = \sigma^2[1 + |\psi|],$$

$$\psi = a_1^H a_2 = \frac{1}{N_e} \sum_{p=1}^{N_e} e^{i4\pi \kappa \tau_p},$$

$$v_{1,2} = \frac{1}{\sqrt{2(1 + |\psi|)}} \left[ a_1 \pm \frac{\psi}{|\psi|} a_2 \right].$$

A detailed derivation of these equations can be found in Steeb et al. (2018). The covariance matrix for each subspace is then given by

$$R_1 = v_1 v_1^H = \frac{1}{2(1 + |\psi|)} \left[ a_1 a_1^H + \frac{\psi}{|\psi|} a_2 a_1^H + \frac{\psi}{|\psi|} a_1 a_2^H + a_2 a_2^H \right],$$

$$R_2 = v_2 v_2^H = \frac{1}{2(1 - |\psi|)} \left[ a_1 a_1^H - \frac{\psi}{|\psi|} a_2 a_1^H - \frac{\psi}{|\psi|} a_1 a_2^H + a_2 a_2^H \right].$$

Expanding the $j^k$th element for each matrix, using $(a_1)_j = e^{-i2\pi(v_0 + \kappa)\tau_j}/\sqrt{N_e}$, $(a_2)_j = e^{-i2\pi(v_0 - \kappa)\tau_j}/\sqrt{N_e}$ and $\psi = a_1^H a_2 = 1/N_e \sum_{p=1}^{N_e} e^{i4\pi \kappa \tau_p}$, yields

$$(R_1)_{jk} = \frac{1}{2(1 + |\psi|)} \left[ e^{-i2\pi \kappa \tau_{jk}} + \frac{\psi}{|\psi|} e^{i2\pi \kappa (\tau_j + \tau_k)} + \frac{\psi}{|\psi|} e^{-i2\pi \kappa (\tau_j + \tau_k)} + e^{i2\pi \kappa \tau_{jk}} \right] \frac{e^{-i2\pi v_0 \tau_{jk}}}{N_e},$$  

Positive Real Value if $2\pi \kappa \tau_{jk} < \pi/2$ and $2\pi \kappa (\tau_j + \tau_k) < \pi/2$

$$(R_2)_{jk} = \frac{1}{2(1 - |\psi|)} \left[ e^{-i2\pi \kappa \tau_{jk}} - \frac{\psi}{|\psi|} e^{i2\pi \kappa (\tau_j - \tau_k)} - \frac{\psi}{|\psi|} e^{-i2\pi \kappa (\tau_j - \tau_k)} + e^{i2\pi \kappa \tau_{jk}} \right] \frac{e^{-i2\pi v_0 \tau_{jk}}}{N_e},$$  

Real Value

For both $(R_1)_{jk}$ and $(R_2)_{jk}$ the complex exponential part is the narrowband point source model for the signal. The real part of $(R_1)_{jk}$ is positive, therefore the phase of the point source is not changed and its structure is maintained (see figure 2a). For $(R_2)_{jk}$ the real part can be negative, which causes a $\pi$-rad phase shift. This phase shift in some of the elements of $R_2$ causes the single point source structure to change to two adjacent sources (see figure 2b).

4. Unknown Complex Gain Model

In section 3.1 the assumption was made that there are no array imperfections or external effects on the signal. However, in reality signals are affected by direction dependent effects such as path loss, the polarization mismatch factor, the gain of the antennas and atmospheric effects. Furthermore, direction independent effects include the receiver electronics, in particular the low noise amplifiers. Direction independent and dependent effects can be combined into one unknown complex gain per antenna if only one non-narrowband RFI signal is assumed to be impinging on the array for a given band of the spectrum.

The Zatman’s model will now be expanded to include unknown complex gains, $g = [g_1 \ldots g_{N_e}]^T$. The two discrete signals from Eq. (9) are now given by

$$a_{1k} = \sqrt{N_e} (a_1 \odot g),$$

$$a_{2k} = \sqrt{N_e} (a_2 \odot g).$$
The complex gain vector $g$ is defined as normalized and the inverse of the normalization factor is absorbed into the signal’s eigenvalues (the ratio between the eigenvalues remains the same). Since the array response vectors $a_{1g}, a_{2g}$ represent plane waves (where each element is a phasor multiplied by $1/\sqrt{N_e}$) the factor $\sqrt{N_e}$ is introduced to normalize both $a_{1g}$ and $a_{2g}$ in Eq. (19) and (20).

Eq. (12) which describes the relationship between the signal’s power and eigenvalues, is then given by

$$\lambda_{1g,2g} = \sigma_g^2 [1 \pm |\psi_g|],$$  

(21)

where $\psi_g = a_{1g}^H a_{2g} = \sum_{p=1}^{N_e} |g_p|^2 e^{i4\pi\kappa\tau_p}$ and $\sigma_g^2$ is the signal’s power multiplied by the inverse of the normalization factor. The normalized covariance matrix for the first subspace (see Eq. (15)), including the effect of $g$, can be expressed as

$$R_{1g} = v_{18} v_{18}^H = \frac{1}{2(1 + |\psi_g|)} \left[ a_{1g} a_{1g}^H + \frac{\psi_g^*}{|\psi_g|} a_{2g} a_{1g}^H + \frac{\psi_g}{|\psi_g|} a_{1g} a_{2g}^H + a_{2g} a_{2g}^H \right]$$

$$= \frac{N_e}{2(1 + |\psi_g|)} \left[ a_{1} a_{1}^H + \frac{\psi_g^*}{|\psi_g|} a_{2} a_{1}^H + \frac{\psi_g}{|\psi_g|} a_{1} a_{2}^H + a_{2} a_{2}^H \right] \circ gg^H,$$  

(22)

where

$$(R_{1g})_{jk} = \frac{N_e}{(1 + |\psi_g|)} \left[ \cos(2\pi\kappa\tau_{jk}) + \frac{1}{N_e|\psi_g|} \sum_{p=1}^{N_e} |g_p|^2 \cos(2\pi\kappa(\tau_{pj} + \tau_{pk})) \right] \frac{g_j g_k}{N_e} e^{-i2\pi\nu_0 \tau_{jk}}.$$  

(23)

The first component of $(R_{1g})_{jk}$ is caused by the non-narrowband nature of the signal and is distorted by the complex gains, since $\psi$ is replaced by $\psi_g$. Furthermore, the complex gain distorted non-narrowband component is still real valued like the undistorted non-narrowband component (see Eq. (17)). The other two components form the model for a point source that is distorted by complex gains.

To explore the effect of the complex gains on the non-narrowband factor in $(R_{1g})_{jk}$, a simulation was done using the layout of LOFAR HBA station RS407 with a channel bandwidth of 195 kHz and an RFI source at the horizon. To calculate $g$, a normal distribution was used to generate phases and a uniform distribution was used to generate amplitudes. Different distributions are used to reflect the distinct physical effects that lead to amplitude gains and phase errors (Brossard et al., 2018; de Gasperin et al., 2018). Furthermore, the uniform distribution used ensured that the generated amplitudes are positive. The normal distribution used had mean 0 and the standard deviation was varied between 0 and 2018. Furthermore, the uniform distribution used ensured that the generated amplitudes are positive. The normal distribution used had mean 0 and the standard deviation was varied between 0 and 2018. Furthermore, the uniform distribution used ensured that the generated amplitudes are positive.

At the final standard deviation of $\pi/3$, 99.73 % of the values lie within a $\pi$-rad band around the mean. The uniform distribution used had an upper bound fixed at 1 and the lower bound was varied from 1 to 0.0001, giving a standard deviation ranging from 0 to 0.29. The normal and uniform distributions were paired according to increasing standard deviation and for each pair 1000 realizations for each antenna were generated. Figure 4a shows plots of $1 - |\psi_g|$ where the maximum and minimum values for $|\psi_g|$ were found for the 1000 realizations as a function of the distributions’ standard deviations. Even in the worst case, the distorted $|\psi_g|$ deviates only by 0.004 %. The largest percentage error simulated for the non-narrowband factor (see Eq. (23)) for each element in the covariance matrix is plotted in figure 4b. This plot was obtained by fixing the standard deviation of the normal distribution and uniform distribution to $\pi/3$ and 0.29, respectively. For the 1000 realizations used, the largest error for each element in the covariance matrix was selected for the plot. The pattern obtained is a function of the position of the RFI source. The maximum error in the plot is only 0.006 %. Therefore, for the LOFAR HBA case, the non-narrowband factor is minimally affected by the complex gains and the complex gains can be recovered by using $gg^H = R_{1g} \circ R_1$ or calibration algorithms such as StEFCal (Salvini & Wijnholds, 2014).

Once the complex gains $g$ have been recovered, the flat frequency model in Eq. (8) can be updated to include its effect

$$(R_g)_{jk} = \frac{\sigma_g^2 g_j g_k}{N_e} \text{sinc}(\tau_{jk} \Delta \nu) e^{-i2\pi\nu_0 \tau_{jk}},$$  

(24)
The Zatman’s approximation in Eq. (14) can also be updated to

\[ v_{1g} = \frac{1}{\sqrt{2(1 \pm |\psi_g|)}} \left[ a_{1g} \pm \frac{\psi_g^* a_{2g}}{|\psi_g|} \right]. \]  

(25)

Fig. 4. (a) Plots of \(1 - |\psi_g|\) where the maximum and minimum value of \(|\psi_g|\) was found for a 1000 realizations as a function of the distributions’ standard deviations, used to generate \( g \). (b) Highest percentage error of the non-narrowband factor (see Eq. (23)) for each element in the covariance matrix \( R_{1g} \). A 1000 realizations were generated where the normal distribution and uniform distribution had a standard deviation of \( \pi/3 \) and 0.29, respectively (the worst case).

5. Mutual Coupling Model

The mutual coupling in the array cannot be modelled by complex gains, since the signal in each antenna is a weighted sum of the signals in all other antennas. Doing a full electromagnetic simulation of a LOFAR HBA is computationally expensive. Therefore, the heuristic multiple input multiple output model developed in Wijnholds (2008) is used to find qualitative results. The model assumes that the signals are narrowband and that the antennas are dipoles. The heuristic model presented in this section was compared to the resonant dipole model described in Warnick et al. (2018). The coupling matrices of both models had a similar global structure, however, the resonant dipole model does not include reactance information. The reactance information is needed to calculate in which directions coupled signals add coherently or destructively. The heuristic model makes the reasonable assumption that phase information is strongly related to the delay between elements in the array.

The mutual coupling matrix \( M \) is calculated in two steps. The first is to calculate \( M_0 \) which describes how initially each antenna signal is the weighted sum of the direct signal each antenna receives

\[(M_0)_{jk} = -m_a \frac{c}{r_{jk} v_0} (1 - m_d) \cos(\phi_{jk}) |e^{-i2\pi r_{jk} v_0 / c}|, \]  

(26)

\[(M_0)_{jj} = 1, \]  

(27)

where

- \( m_a \) is the proportionality constant which determines the strength of the coupling,
- \( r_{jk} \) is the distance between the \( j^{th} \) and \( k^{th} \) antenna,
- \( m_d \) is a directionality parameter,
- \( \phi_{jk} \) is the orientation of the line-of-sight between \( j^{th} \) and \( k^{th} \) antenna.

The initial superposition of signals will be re-radiated by each antenna, which will induce (albeit weaker)
signals in each antenna, which will in turn be again re-radiate, and so forth. To describe this iterative process the following infinite sum can be used

\[ M = I + \sum_{i=1}^{\infty} (M_0 - I)^i. \] (28)

This series will converge if \( M_{0,jk} \ll 1 \). The mutual coupling matrix \( M \) should be scaled so that the total power is conserved, that is \( \text{Tr}(R) = \text{Tr}(MRM^H) \).

In Wijnholds (2008) values of \( m_a = 0.07 \) and \( m_d = 0.9 \) are found to give good qualitative results compared to full-EM simulations for the LOFAR HBA. Simulating the effect of \( m_a \) and \( m_d \) on the eigenvalues and eigenvectors revealed that \( m_d \) has very little effect compared to \( m_a \). Therefore, \( m_d \) was fixed at 0.9 and \( m_a \) was varied between 0 and 0.085. The value of \( m_a \) cannot be increased above 0.085, because Eq. (28) then no longer converges in the case of a LOFAR HBA. For the simulation six different cases were considered:

- **Ideal**: no complex gain errors or mutual coupling,
- **Uncal**: the covariance matrix is uncalibrated and there is no mutual coupling,
- **MC**: mutual coupling is present and there are no complex gain errors,
- **MC Uncal**: mutual coupling is present and the covariance matrix is uncalibrated,
- **Cal**: there are complex gain errors that have been calibrated,
- **MC Cal**: mutual coupling is present and complex gain errors have been calibrated.

In figures 5a and b the effect of \( m_a \) on the first and second eigenvalues are shown. For the first eigenvalue, in figure 5, the three lines where mutual coupling is present, MC, MC Uncal and MC Cal, all monotonically decrease with \( m_a \). As the first eigenvalue decreases, the second eigenvalue increases in figure 5b. In addition, for the cases where unknown complex gains are present, the first eigenvalue is smaller than the first eigenvalue of the Ideal case and the second eigenvalue is larger than the second eigenvalue of the Ideal case. Therefore, an increase in mutual coupling and unknown complex gains causes decorrelation in the signal. Even with the calibration step, the power of the first eigenvector is not completely recovered. The reason for this is that the LOFAR HBA station RS407 consists of 48 tiles with 16 antennas, each of which is analogue beamformed and only one gain solution per tile can be calculated with the recorded data.

In figure 6a the cosine similarity between the first eigenvector of the Ideal case and all the other cases’ eigenvectors is shown as a function of \( m_a \). The same is done for the second eigenvector in figure 6b. In figures 6a and b the cosine similarities decrease as \( m_a \) increases. The largest effect however, is caused by the unknown complex gains.

The most realistic case is MC Cal where there are complex gains as well as mutual coupling and a calibration step is applied. The largest error between the first eigenvalue of Ideal and MC Cal is \( 5 \times 10^{-5} \) which is lower than all the values of the second eigenvalues. The cosine similarity between Ideal and MC Cal is one. Therefore, the effect of mutual coupling on the first eigenvalue and eigenvector is minimal. However, the effect of mutual coupling and gain calibration is relatively more pronounced on the second eigenvalue and eigenvector. This is because the gain calibration procedure outlined in section 4 provides only a rank one solution \( gg^H \), using only the first eigenvalue and eigenvector pair, while the mutual coupling matrix \( M \) has full rank. The effect of mutual coupling is therefore included in the evaluation of the proposed algorithms in section 7.

### 6. Proposed RFI Mitigation Algorithms

The two spatial RFI mitigation algorithms based on subspace subtraction presented in Steeb et al. (2018) are extended by adding a gain calibration step. These algorithms are designed for wideband RFI which is stationary, such as DAB broadcasts. The channel bandwidth should be selected such that the second eigenvalue of the sample covariance matrix \( \hat{R} \) is lower or equal to the power of the cosmic sources being observed. The first algorithm is based on the flat frequency response model with unknown complex gains (see Eq. (24)) and the other on Zatman’s approximation to that model (see Eq. (25)). The following preprocessing steps are required (see figure 7 for an activity diagram of the preprocessing stage):
Fig. 5. **Ideal:** no complex gain errors or mutual coupling. **Uncal:** the covariance matrix is uncalibrated and there is no mutual coupling. **MC:** mutual coupling is present and there are no complex gain errors. **MC Uncal:** mutual coupling is present and the covariance matrix is uncalibrated. **Cal:** there are complex gain errors that have been calibrated. **MC Cal:** mutual coupling is present and complex gain errors have been calibrated. Figures (a) and (b) show the first and second eigenvalues, respectively, as a function of the proportionality constant $m_a$ for different array conditions. The three horizontal straight lines **Ideal, Uncal** and **Cal** have no mutual coupling, therefore $m_a = 0$. All matrices have been normalized such that $\text{Tr}(\mathbf{R}) = 1$.

- Obtain the location of the RFI source, $(l, m, n)$. For example, the location of DAB towers are fixed and can be easily obtained from relevant authorities. Algorithms such as MUSIC (Balanis et al., 2007, p. 80-82) or ESPRIT (Yuen et al., 1998) can also be used, however this will bias the gain calibration step.
- Use the power iteration method on $\hat{\mathbf{R}}$ to find the largest eigenvalue $s_1$ with the accompanying eigenvector $\mathbf{v}_1$.
- Estimates for the two largest eigenvalues of the RFI-only covariance matrix can be obtained by using the estimated location of the RFI and Eq. (12)

$$s_{r1} = s_1 - \frac{\text{Tr}(\hat{\mathbf{R}}) - s_1}{N_e - 1},$$

$$s_{r2} = s_{r1} \left( \frac{1 - |\psi|}{1 + |\psi|} \right).$$

Use these two new eigenvalue estimates to create the matrix $\mathbf{S}_r = \text{diag}([s_{r1}, s_{r2}]^T)$.
- An algorithm such as StEFCal can be used to calculate the complex gains in $\mathbf{g}$.

**Algorithm 1:** Flat frequency response model based algorithm (see figure 8a for activity diagram)

- Calculate the complex gains’ distorted normalized flat frequency covariance matrix model of the RFI source $\mathbf{R}_{fg}$, using Eq. (24). Note that this model’s covariance matrix does not include any noise and that $\sigma_s^2 = 1$.
- Use the power iteration method on $\mathbf{R}_{fg}$ to find the second largest eigenvalue’s eigenvector $\mathbf{v}_{2fg}$.
- Apply subspace subtraction to obtain the flat frequency model based RFI mitigated covariance matrix

$$\hat{\mathbf{R}}_{mf} = \hat{\mathbf{R}} - [\mathbf{v}_1, \mathbf{v}_{2fg}] \mathbf{S}_r [\mathbf{v}_1, \mathbf{v}_{2fg}]^H.$$
Fig. 6. See figure 5 for definitions of the legend notation. Figure (a) shows the cosine similarity between the first eigenvector of the Ideal case (no complex gain errors or mutual coupling) and different array conditions as a function of the proportionality constant $m_a$. Similar to figure (a), figure (b) considers the second eigenvector. The three horizontal straight lines Ideal, Uncal, and Cal have no mutual coupling, therefore $m_a = 0$. A cosine similarity of 1 indicates that the two vectors are parallel, while a cosine similarity of 0 indicates that the vectors are orthogonal.

Fig. 7. Activity Diagram of the Preprocessing stage.

Algorithm 2: Zatman’s approximation based algorithm (see figure 8b for activity diagram)

- Calculate the normalized Zatman’s approximation based model eigenvector $\mathbf{v}_{2zg}$ using Eq. (25).
- Apply subspace subtraction to obtain the Zatman’s model based RFI mitigated covariance matrix
  \[
  \hat{\mathbf{R}}_{mz} = \hat{\mathbf{R}} - [\mathbf{v}_1, \mathbf{v}_{2zg}] \mathbf{S}_r [\mathbf{v}_1, \mathbf{v}_{2zg}]^H.
  \] (32)

7. Evaluation of RFI Mitigation Algorithms

A similar procedure described in Steeb et al. (2018) was used to generate estimated noise and cosmic source covariance matrices $\hat{\mathbf{R}}_c$ and RFI covariance matrices $\hat{\mathbf{R}}_r$, with varying bandwidths (763 Hz to
218 kHz). RFI free observations from LOFAR station RS407 were used for \( \hat{\mathbf{R}}_{\text{cn}} \). The \( \hat{\mathbf{R}}_{\text{r}} \) matrices were generated using a DAB signal, recorded with a software defined radio. The bandwidth of the DAB signal was varied by using a finite impulse response filter. To simulate the reception of the signal by station RS407 the appropriate delay was added for each of the 768 antennas. For each bandwidth a covariance matrix was created (with an integration time of 1.5 s) and reduced from a 768 \( \times \) 768 matrix to a 48 \( \times \) 48 matrix by beamforming groups of 16 antennas. The effect of complex gains and mutual coupling is applied before the beamforming step.

To measure the performance of the proposed algorithms, the Covariance Matrix Distance (CMD, see Herdin et al. (2005)) and the Attenuation (ATT) are used

\[
\text{CMD} = 1 - \frac{\text{Tr}(\hat{\mathbf{R}}_{\text{cn}} \hat{\mathbf{R}}_{\text{m}})}{\| \hat{\mathbf{R}}_{\text{cn}} \|_F \| \hat{\mathbf{R}}_{\text{m}} \|_F},
\]

\[
\text{ATT} = 10 \log \left[ \frac{\text{Tr}(||\hat{\mathbf{R}}_{\text{m}} - \hat{\mathbf{R}}_{\text{cn}}||_0||)}{\text{Tr}(\hat{\mathbf{R}}_{\text{r}})} \right],
\]

where \( \hat{\mathbf{R}}_{\text{m}} \) is the recovered matrix. The CMD and ATT measure, respectively, how well the eigenvectors and eigenvalues of \( \hat{\mathbf{R}}_{\text{cn}} \) are recovered. If the CMD is zero, then the matrices are equal up to a scaling factor. At negative infinity the ATT indicates that the total power (sum of eigenvalues) for \( \hat{\mathbf{R}}_{\text{m}} \) and \( \hat{\mathbf{R}}_{\text{cn}} \) are the same.

To test the effect of unknown complex gains, the generated values for \( \mathbf{g} \) in section 4 were used as well as \( \hat{\mathbf{R}}_{\text{r}} \) and \( \hat{\mathbf{R}}_{\text{cn}} \) at a fixed bandwidth of 195 kHz. In figures 9a and b, respectively, the CMD and ATT are plotted for three different cases as a function of the normal and uniform distributions’ standard deviations. The 1st order lines are the performance achieved by subtracting the estimate of the subspace associated with the largest eigenvalue \( \hat{\mathbf{R}}_{\text{r}} \). Using the Flat Frequency Algorithm without a calibration step causes the performance to decline due to an increase in the distributions’ standard deviations. Introducing a calibration step greatly improves the performance, but there is still a slightly increasing trend. This is caused by the beamforming stage for the LOFAR HBA station which consists of 48 tiles with 16 antennas, each of which is analogue beamformed and only one gain solution per tile can be calculated. Furthermore, the assumption made in section 4 that the complex gains non-narrowband component of Eq. (23) is minimally affected by the unknown complex gains, adds to the trend.
Now the entire set of covariance matrices at different bandwidths are used. The mutual coupling matrix was generated by setting $m_a = 0.07$ and $m_d = 0.9$ and the unknown complex gains were generated using a uniform distribution (standard deviation 0.29) for the magnitude and a normal distribution (standard deviation $\pi/3$) for the phase (only one set of complex gains was used). In figures 10a and b the performances of four algorithms are given:

- **1st Order**: Subtracting the estimate of the subspace associated with the largest eigenvalue of $\hat{R}_r$ from $\hat{R}_{cn}$.
- **2nd Order**: Subtracting the estimate of the largest and second largest eigenvalue of $\hat{R}_r$ and the accompanying eigenvectors from $\hat{R}_{cn}$.
- **FF Alg**: Using the Flat Frequency Algorithm with a calibration step.
- **Zatman Alg**: Using the Zatman’s Approximation Based Algorithm with a calibration step.

At close to zero fractional bandwidth, all methods have the same performance, since the estimate of the second eigenvector of $\hat{R}_r$ is almost zero and all methods are effectively only subtracting the first subspace. The error for the 2nd Order increases until a fractional bandwidth of approximately $8 \times 10^{-4}$. This is due to eigenvalue decomposition that cannot differentiate between the second eigenvector of $\hat{R}_r$ and the noise. After a fractional bandwidth of $8 \times 10^{-4}$, the 2nd Order method’s performance improves, however it does not reach the same level of performance achieved at smaller fractional bandwidths. This is caused by the third eigenvalue that becomes significant due to the bandwidth and the non-perfectly flat spectrum of the signal. For all bandwidths the FF Alg and Zatman Alg methods have the same performance and both have superior CMD performance to the 1st Order and 2nd Order subtraction methods until approximately a fractional bandwidth of $11 \times 10^{-4}$. For the ATT performance the FF Alg and Zatman Alg methods have superior performance for the entire fractional bandwidth considered.

Channels with larger bandwidth can be processed using the FF Alg or Zatman Alg, while achieving the same level of mitigation as the 1st order method which requires channels with smaller bandwidth. This is shown in figure 11 where the bandwidth required by the FF Alg is given as a function of the bandwidth of the 1st Order method. When no array imperfections are present, approximately six times as much bandwidth can be processed. When unknown complex gains are present and a calibration step is added, the performance reduces to twice as much bandwidth. Finally, if mutual coupling is also present the performance reduces further to 1.6 times more bandwidth.
Fig. 10. **1st Order**: Subtracting the estimate of the largest eigenvalue of $\hat{R}_r$ and its accompanying eigenvector from $\hat{R}_{cn}$. 
**2nd Order**: Subtracting the estimate of the largest and second largest eigenvalue of $\hat{R}_r$ and the accompanying eigenvectors from $R_{cn}$. **FF Alg**: Using the Flat Frequency Algorithm with a calibration step. **Zatman Alg**: Using the Zatman Approximation Based Algorithm with a calibration step. In figures (a) and (b) the covariance matrix distance and attenuation, respectively, for four RFI mitigation methods as a function of fractional bandwidth are plotted.

In the simulations completed, both the **FF Alg** and the **Zatman Alg** provide the same results for mitigation. However, the **Zatman Alg** is slightly computationally less expensive because, unlike the **FF Alg**, it does not have to complete the power iteration method twice (see figure 7a and b). See Steeb et al. (2018) for the computational complexity analysis.

8. Imaging Results

Creating an easily interpretable full sky image with the LOFAR HBA is not possible due to grating lobes. Therefore, LOFAR LBA station CS302 is used to demonstrate the effect of the **FF Alg** on the imaging plane. A simulated RFI signal at 45 MHz with 195 kHZ bandwidth was combined with real RFI free data from station CS302. The resulting skymap is shown in figure 12a and only the RFI source is visible due to the side-lobes of the array beam of the station. Using first order subspace subtraction, the point source component of the RFI is removed, but the component due to frequency smearing is still present (see figure 12b). Furthermore, two cosmic sources, Cassiopeia A and Cygnus A, are now visible as well as the structure of the Milky Way. Increasing the order of the subspace subtraction filter does not completely remove the frequency smeared component, see figure 12c. This is due to the eigenvalue decomposition not correctly isolating the frequency smeared component in the second eigenvector and value. Rather a component of the Milky Way is included and distorted (compare figure 12c with the RFI free skymap in figure 12e). The skymap obtained by the **FF Alg** is given in figure 12d where the RFI source is no longer visible and the structure of the Milky Way is recovered. The difference between the **FF Alg** skymap and
9. Conclusion

The proposed algorithm extends a previously developed algorithm that now includes a gain calibration step. The algorithm combines a first order subspace subtraction filter and a non-narrowband signal model, that may be used to mitigate powerful RFI signals for which the second eigenvalue is below the noise, but has a power that is competing with the astronomical sources. Array imperfections such as unknown complex gains and mutual coupling reduce the performance of the algorithm. It was shown that a standard gain calibration step can be applied to improve performance, since the non-narrowband factor is minimally affected by the complex gains. With a gain calibration step and no mutual coupling, the proposed algorithm was able to process twice the bandwidth per channel that can be processed when applying conventional narrowband techniques. This performance declines to 1.6 times more bandwidth when the effect of mutual coupling is included. In future work a full mutual-coupling analysis, using computational electromagnetic tools, will be completed.
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Fig. 12. (a) Skymap with non-narrowband RFI source in dB (the RFI source is the 0 dB point). The source has a bandwidth of 195 kHz and a center frequency of 45 MHz. The image is also distorted by unknown complex gains and mutual coupling. (b) Skymap with the non-narrowband RFI source removed using first order subspace subtraction. Two weaker sources adjacent to the location of the RFI are now visible and are caused by the bandwidth of the RFI source. Two unresolved cosmic sources, Cassiopeia A and Cygnus A, are also now visible and some structure of the Milky Way. (c) Skymap with non-narrowband RFI source removed using second order subspace subtraction. The bandwidth related component of RFI signal has been attenuated but is still visible. (d) Skymap with non-narrowband RFI source removed using the FF Alg. The bandwidth related component of RFI signal is no longer visible. (e) Skymap without RFI source. (f) Difference between RFI free skymap and skymap recovered using the FF Alg.


